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Abstract: The COVID-19 pandemic has created multiple opportunities to deploy artificial
intelligence (AI)-driven tools and applied interventions to understand, mitigate, and manage
the pandemic and its consequences. The disproportionate impact of COVID-19 on racial/
ethnic minority and socially disadvantaged populations underscores the need to anticipate
and address social inequalities and health disparities in Al development and application.
Before the pandemic, there was growing optimism about AT’s role in addressing inequities
and enhancing personalized care. Unfortunately, ethical and social issues that are encoun-
tered in scaling, developing, and applying advanced technologies in health care settings
have intensified during the rapidly evolving public health crisis. Critical voices concerned
with the disruptive potentials and risk for engineered inequities have called for reexamin-
ing ethical guidelines in the development and application of AL This paper proposes a
framework to incorporate ethical Al principles into the development process in ways that
intentionally promote racial health equity and social justice. Without centering on equity,
justice, and ethical Al, these tools may exacerbate structural inequities that can lead to
disparate health outcomes.

Key words: Artificial Intelligence, Al ethics; health disparities, COVID-19, Al lifecycle,
health equity principles.

rtificial intelligence (AI) applications have been widely deployed to understand,
mitigate, and address pandemics, including the ongoing COVID-19 crisis."? Ex-
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amples include case tracking, projecting virus transmission under different mitigation
scenarios, forecasting mortality trends, and predicting disease outbreaks or hotspots.
The increases in computing capacity and AI-generative platforms, which can rapidly
identify novel peptides, genes, and drug candidates, have accelerated the scientific
discovery of COVID-19 vaccine candidates and medical therapies.>* With the ongo-
ing global vaccine roll-out, Al-driven insights and applied interventions continue to
play a significant role in adaptive and predictive technology. Some applications include
tracking COVID-19 mutations and variants to inform vaccine design and develop-
ment;* predictive impact modeling for describing which populations and regions to
vaccinate to rapidly flatten the curve and end the pandemic;® monitoring the supply
chain management and vaccine delivery;’ as well as post-vaccine surveillance to monitor
adverse events and track effectiveness. The pandemic has provided opportunities for
leveraging the rapidly evolving data and Al technologies to address this public health
crisis. However, concerns about ethics, equity, and justice regarding the development
and application of Al technologies in health care settings have intensified during the
pandemic."*® The pandemic has been devastating, especially in Black and Hispanic
communities that experience a mortality rate three times higher than White communi-
ties.” National level data in the United States collected by the American Public Media
(APM) Research Lab demonstrate that age-adjusted mortality rates for Black Americans,
Indigenous peoples, Latinxs, and Pacific Islanders are 2.1, 2.2, 2.4, and 2.7 times higher
than for Whites, respectively.” While there have been great advances in personalized
medicine and AI-based biomedical discovery based on genomic profiles, there is also a
lack of diverse clinical research data used to generate those treatment strategies, which
can result in worse outcomes for underserved members of the community.’*"* The
rush for biomedical discovery with poorly representative COVID-19 databases may
result in further inequities." With heightened visibility around structural racism, the
discriminatory stereotypes created and reinforced with particular technologies, and
biases reflected in algorithms are an increasing concern.'

This commentary provides a framework and recommendations to integrate health
equity, racial justice, and ethical Al principles into technology development to address
health inequities.

Prioritizing Health Equity and Racial Justice in the
AI Development Lifecycle

Stakeholders in the design and development of AI technologies have a critical role in
ensuring that mission-driven values to promote health equity are prioritized in imple-
menting Al technologies. These technologies can influence payers, health providers,
patient behaviors, and their experiences with the health care system in various ways.
The application of machine learning to big data can identify patterns for improving
health care delivery and decision-support tools can enable evidence-based care.”® In
addition, AI has become a foundational element in many wearable technologies that
support health maintenance or disease management.'s

However, there are significant ethical and social concerns involved when design-
ing, developing, and implementing AT tools and applications both domestically and
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globally.'"?! Bias can be introduced into Al applications and affect numerous facets of

an organized pandemic response (e.g., resource allocation and priority-setting, public
health surveillance, contact tracing, patient privacy, frontline caregiving, health care
worker privacy). Health equity and racial justice principles in applying Al, especially
in the COVID-19 era, can provide a conceptual scaffold to ensure that efforts to track
the virus, improve outcome predictions, and implement effective interventions will
benefit all groups in a population for the current and future pandemics.

For the proposed framework, we define health equity as the value and principle under-
lying a commitment to reduce and ultimately eliminate health disparities.”> Addressing
health equity, as asserted by Braveman, Marmot, and other scholars, is a social justice
issue and an ethical imperative, consonant with human rights principles to give special
priority to act on significant public health problems that differentially affects those with
fewer resources and/or may have more obstacles to achieving optimal health.>>** Broadly
speaking, health disparities have been defined as systematic, unfair, plausibly avoidable
differences in health (including its determinants and outcomes) negatively affecting
socially vulnerable groups. These social groups are at risk of not achieving their full
health potential because of historical discrimination, institutionalized racism, or mar-
ginalization (i.e., exclusion from social, political, or economic opportunities, including
technologies), among other forces. When developing AI-based solutions in health care,
anticipating and addressing potential health disparity concerns is imperative. These
concerns must be consciously and appropriately accommodated, or health disparities
among racial/ethnic minority and other socially vulnerable populations will continue
to widen. Equity and justice principles in the continuum of AI design, development,
and use are paramount and foundational. Similar to health equity, racial justice is a
moral and value principle that promotes fair treatment of people of all races and eth-
nicities, resulting in equitable opportunities and outcomes.® Racial justice includes a
deliberate effort to support and achieve racial equity through proactive and preventive
measures. We will achieve racial equity when a person’s racial or ethnic identity no
longer predicts their social or economic opportunities and health outcomes. Simply
denouncing or eliminating discrimination or stereotyping and bias is not sufficient to
achieve racial justice. Instead, organizations and systems must re-imagine and co-create
a different culture and society by implementing interventions that affect multiple sec-
tors, processes, and practices.

Though AI ethics is accepted as critically important in harnessing AT’s potential,
there are disparate views and varying perspectives on critical ethical issues that inform
the AT principles established within governments, the scientific research community,
and industry.'”**?® Several groups have attempted to summarize such ethical issues to
inform policy statements.'” The Turing Institute defines Al ethics as a set of principles,
values, and approaches that use widely accepted standards to guide moral conduct in
the lifecycle of AI systems.*>** The IBM Institute for Business Value defines Al ethics as
a multidisciplinary field of study to understand how to optimize its beneficial impact
while reducing risks and adverse outcomes for all stakeholders in a way that priori-
tizes human agency and well-being, as well as environmental flourishing.*® Artificial
intelligence ethics research largely focuses on designing and building Al systems with
an awareness of the values and principles to be followed during development—such
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as data responsibility and privacy, fairness, inclusion, moral agency, value alignment,
accountability, transparency, trust, and technology misuse.’>*? These frameworks and
statements can be aligned with health equity and racial justice principles. As a part of
the efforts to embrace racial and social justice, the IBM Academy of Technology and
other Justice and Diversity Councils have launched initiatives to replace terminology
that promotes racial and cultural bias, to promote design justice for racial equity, and
to integrate equity and inclusive principles across the solutions.*

This paper compiles the range of ethical issues that inform guidelines and propose
examples of how health equity and racial justice might be aligned with AT ethics (see
Box 1). The paper also builds on the AI development lifecycle and provides a frame-
work with recommendations for operationalizing ethical AI with health equity and
racial justice principles.

Unintended Consequences of Limited Health Equity or Racial Justice
Deliberation in AI Development

Although ethical statements are being issued by governments, academics, policymakers
and regulators in response to the growing visibility of advanced technologies, the
number of Al and algorithmic systems with limited equity and justice considerations
continues to increase. There are several ways in which Al systems, including the data
and evidence on which they are trained, can cause harm, each with ethical, social,
and equity implications. The accuracy and quality of the databases and the some-
times inconclusive or misguided evidence on which the algorithms are developed and
implemented, shape decisions that have detrimental and adverse outcomes. A lack
of explainability of data sources and transparency as well as design bias and limited
evidence in the algorithms for Al, suggest how these issues are intertwined. The result
is an exacerbation of structural inequities and adverse outcomes when disadvantaged
populations are not included in trial data.?*

Another unfortunate consequence in product development is the mismatch of
the intended use and subsequent actual use. This could happen when there is lack of
accountability and moral agency for the entire process from design and development
to implementation. For instance, consider an Al tool that may have been developed to
identify a population to target with an intervention. Instead, the tool’s use may result
in discrimination against patients based on factors emphasized in the AI tool, thus
influencing future treatment and reimbursement decisions and producing adverse
downstream patient outcomes.*” Documenting how the dataset was created, curated,
validated, implemented, and shared will be important to the development of clinical
care guidelines and clinical trials.” The AI Now Institute at New York University cre-
ated the algorithmic impact assessment to provide awareness and improve processes
to identify the potential harms of machine learning algorithms.*”

In another example, AI-supported clinical decision-support systems may be applied
beyond the appropriate scope of use in under-resourced provider or patient settings
with unintended consequences.*® Human oversight and workflow integration are criti-
cal to safety, especially in settings where clinical experts are using clinical decision
support systems (CDS) and other technologies and can help avoid harm to vulnerable



(s0¢ d uo panurguoo)

‘sory)g pue Kypiqrsuodsay

‘[011U0d 0] AJLIOYINY 9Yauaq 2A123[[0D) Jo safdourid
TIVD (VAID) 2ouel[y ey snouadipu] [eqorn 11oddng

*o3e3n1oy [eININO pue

eJep AJDIUYI0 pue 25T JO UOISNUT Y] ‘s[020j01d
diyszoumo pue £juSro1040s ejep 9oueUIoA0S BJep dInsuy

's3uT)]9s JUBAI[DI JYJ0

0] 9[qeIaJsueI) 9q 0] PUB BIEP ISIGAIP UO S[OPOW UTRI],
"UOTJBUTWILIOSIP

j[nejop 2onpoid p[nod jey) d130] [BOIYDIRIANY SSAIPPY
"Selq pue UOTJRUTWLIDSIP dTwritiod[e Sunuasaxd

“pareys pue ‘pajuswa[dur ‘pajepI[eA PajeInd pajead

SeM JOSEIEp 9} MOy SUNULIWNOOP I0] SPIEPUL)S

ystqelso pue suonendod as19AIp 10§ o[qelms 1s9q
aIe Jey) sjoselep SUIUIeI) JO JUSUISSISSE dJOWOI]

‘Burssacoxd pue Jururer) ur ejep yIedy

JO SJUBUTULISISP [BIO0S JO UOISNOUT PUe AJISISAIP
ejep Junmsua sapnpur jey) Aiqisuodsar ejep 2j0woig

"2oueuIofIod SSUITE) [eOT)SIIR)S pUe

sfopour Ty 10y saypeoidde Jurserqap pue syrewypuUaq

dofoaap pue 1x2)u00 [e100s puejsIopun 0} saandadsiod
saurdiostp pajejar pue L3mba yreay ajerodioouy

"sa13o[ouyd9)

IV jo suonjeoridur [e10s pue Yj[eay] Y} pueisIapun

Surssacoig pue Sururel],
“ymqisuodsay ereq—eieq

‘sonymbout [eer papod SurdJnuaprt ur syTy 11oddng 01 (VIV) siuaurssassy joedw] oTury)rioS[y 2j0worg swyIodry
'sowooIno yipeay aaoxdwr oy asodind pue epuafe "a[qrsuodsar aq [[IM [003 TV Y} Yorym 03 sdnoid
juaredsuen e Surmsus ‘sdnoid uonendod sruyye pue 250y} 10j sanjea a1} a8pajmowde pue Lbs Surmsuo
[eIDBI JO sanjea pue s[eoS Y3 0) A[IqeIUNodIe J0W0IJ Jo suorjoe pue s[eod ay) 0} AJI[IqEIUN0IIE JOWOI] Aqejunosoy
so[dpurid 9o1sn( [eey sojdpurig Aymby yiresy anssy SI1YIY IV

‘NOILLVINAWHTdINI ANV LINIWdOTIATA IV NI AZdd.LNNAOONA
SHANSSI SOTHLA IV HLIM SATdIDONIId AOLLSA( TVIOVY ANV ALINOT HLTVAH DNINDITV

‘T Xog




(90¢ *d uo panuuo0)

*£3ba Teoer ainsua 03 ssa001d Juswrdopasp Ty
a1} ssoIde JYSISIoA0 UeWNY pue A)[IqeIuUnodde aInsug
"SANSST
2o1)sN( TRTORT PN[OUT 0) SUOIUYIP SSaUITe] uo puedxy
"sowrooIno yipeay pasoidur pue £ymbo
[IDBI SaSSAIPPE WIdISAs Y} Moy Jo Surpue)siopun
onewderd e 9AdTYOR JeY) SWAISAS Ty d[qeuredxa ajowo1d

TV darsnpur [ed1ye wrojur djoy 03 seanoadsiad
[eamyno puejsiopun pue Lyjedurs [eel sjoworg

'sdnoig Ljxourw
STUYd pue [erdel e 10§ sanruniioddo pue jusurjean
[enba ajowo1d jey3 SUOTJUSAIIIUT pUL S[00}-TY INSUL

IV jo yuawrdoraasp pue udrsop a3 ur Joeduur
pue ‘sanfea ‘spaau 1asn aznrrorid ‘sdnoid orurye
pue [eer Jo uorsnpour ajouwrold 9onsn( udisap arnsuyg

‘uonejuswaduwr pue juswdofoaap
IV 2y Jo s3oadse [[e ur uoISudwWIp Uewny ay) pue
JYSISIGA0 JOJ SMO[[E [y PISJUD-UeWINY JBY) 2INSUg
"2o13s1[ [e100Ss pue
Aymba yyreay apnpour 03 suonruyap ssauITej Uo puedxy
*SIUI02INO
yireay pasoxdwr pue £3nba yipeay ssarppe spoyiowr
3y} MOY apN[OUI Jey) SwalsAs [y d[qeure[dxa ajowoig
“AoeI00WApP pue DoNSN( ‘SSIUITE UO Paseq 2Ied [J[edy
ur sdnox3 uonemndod pazieurSrewr pue padejueapesip
Areos 10§ Ayyeduws Jo sanea pue SUOTSIA 9JOWOIJ
“uruonsonb 10 ‘onbnyrod ‘wonoslep proae
0) pakordura Aousoe[dwod 10 ‘vorsNPX AIIQISIAUT
se yons ‘sarmbour ayenjodiad uoneUTWILIdSIP JO
swI0y Auepy *(sar10393e0 19730 pue Kpiqe resrsiyd
UOTJBIUDLIO [BNXIS ‘SSB[D [e100s Topuas 9oer) sdnoid
SNOLIBA JO SISQUISWI [[e 10J Judwuiearn) [enbs pue
1rey djowo1d Jey) SUOTIUSAIIIUT PUE S[00}-TY Insug
SIop[OYdeIs pue AJIUnururod
m Sunears-oo pue ‘sorwreudp ramod Surssaippe
‘s9seIq JO ssaUaTeMe-J[s pue Surp[mq-Aruny
sajowoid jey) Sunjury) udisop paisjuad-£ymba amsuyg

1YSIs10AQ UBWNE]

UONBUTWILIOSI(J-UON ‘SSoUITe,]

Ayqeurerdxy

Aqyedwry

UOTJRUTWLIOSI(]

udiso(q

sadpurig onsn( fepey

sspdpung Aymby yesy

anssy sorpg IV

(panunuod) *1 xog




(zog “d uo panuijuo)
‘sa130[ouyd9)
IV y3m surrey pue syst1 woiy suonendod sruyya
pue [eer 3o9301d 03 pRY yireay orqnd pue
SYNUIIDS Y} UT SINIX[dUIOd [BID0S PUE [BIORI SSAIPPY

'Se1q
[ermmd pue [eer sajowold jey) A3ojoururra) soejdar
pue £nuapy ‘sar3o[ouyda) [YIIm 2o1sn( BRI SSAIPPY

"SI0}03S SSOIO®
yoeordde aanjeroqerioo e ydnoxy) £31s1oA1p jo yoey pue
wSTORT JTWd)sAs ssarppe 03 safueyd rernjonns jroddng

‘sap1jod
pue SUD[EW-UOISIOAP pue ‘SanIAnde ‘Sassa001d oy
oyur suorjendod dTUT}d pue [eIORI JO UOISNOUT 9JOWOIJ

'S)X9JU0D [BID0S
JI9Y) Urym Ty jo asn joedwr Aewr saouanbasuod oty
MOV pueISIdOPUN dWT) dures a1 je pue ‘suonemdod
STUY}o PUE [RIDBI 0] AUTOUOINE [ENPIAIPUT 109dsay

“Kymba yyreay uo joedwr pue £orjod 03 2dUapIAD

31} JO UOTJB[SURI] Y} PULISIIPU) "SIWOINO [I[BIY

pue Sunyeur-uorsap joedw pue 1X)UOD JTUIOU0ID
puE TedrI0)sTY ‘[e1d0s aY) Jo SUrpue)SIOpUN Ue 9)OWOoI]

-a8en3ue[ aArsnpour jo asn 3y sjouwroid
pue ‘sanmbaur parsaurdua ssaIppe 0 s)109 AowoId

*ASojouyoa) aarsnpour
‘[BOTY}2 JO ISALIP [BIJUISS? UE S UOISIY0D [e1d0s jroddng

Jueyroduwr

ST SIONIOM [I[EAY AJTUNUIIOD PUL ‘SISINU ‘SIIAIFTLD

sdnoid juaned jo asnradxa ayy, A[enbs saanoadsiad

anreA jet]) sAem UT SUOISTOIP PUE ‘SANTATIOR $3559501d

ojut sdnoi$ 10 s[enprAIpur papnPxa A[euonipen)

10 sdnoiS pajussardar-1opun Jo UOISN[OUT AINSUD
pue Ty pue £307ouya) ur AJISISATP 2j0w0I]

*SJX9JU0D [BINJONIIS PUE OTWOUO0? TRID0S UTYIIM
$IN250 AWOUOINE [ENPIAIPUT MOY PUL)SISPUN JUIT)
swes 2y} Je pue Awouojne uewny 30adsax pue 310ddng

Kouady [ero

£3orouyday, aaIsnpuy

Ayrrepriog
‘U0ISaY0)) [RIDOS—UOISN[OU]

w0>ﬁu®m~wh®m —uorsnpuy

Awouony uewnyy

sajdduLIg 2518SN( TRy

so[dpung Aymby yesy

anss| sorqIg IV

(panunuod) *1 xog




-aATjeIodUIT [ROTY)0 pUE [eIOow © se A)mba [eroer sjoworg

Juowadedus
SAISN[OUT WLIOJUT 0} JBY} 3SN PUE SINIUNITIOD JTUY)D
pUe [eIO®I WOIJ JSNLIISTW IO SUOSEaT 9FPAMOWDY

‘sa130[ouyd9)
IV JO asn pue ‘spppouw ‘eyep ay} ur Aouaredsuer) amsug

"SULIRY pue sySU [erjuajod

jsurede aInsud pue J0y Junody sdnoid oruyle

pue [eoer 10y £oearrd pue £jayes amsus 03 sarorjod
pue sarnjonns AIIqejunodde 1o sprendajes aInsug

"AyIDTUY)o pue 20BI SapNOUT
Jey]) eyep as1oAIp Suisn [y d[qonpoidar 9snqor arnsuyg

suonjerndod oruyje pue [eroer jsurede
urrey Juaadxd o3 smef uonodjoxd £oearrd pue eyep ainsuyg

"ansst 201sn( [eos e se L3mba yreay ajoworg

*$$9001d Juotdo[oAap [y Y} UT 10[0D JO SINIUNTITIOD
Jo Juowadedus pue uorsnpur 2A1Oe dowoid pue
9snI) prinq ‘s1osn ym sdrgsuonepar uria)-Suof 19150,

“£Soroutpay
J0 JuatudoraAdp A1) Ul JYSISIoA0 pue K[IqeIunodde
Aouaredsuer) pue ssouuado uo sNd0J pue IZHLIOLIJ

“Kymboa yyreay wo joedwr pue
SWAISAS Ty U SaNI[IqeIaunA AJLINdas JUAIAYUT JUOIUOY)

“A3o[opoyjowr Ty Ul ssaujsnqor
SOINSUD PUE JUBAI[I JIOYM DUDIDS sanjLredsIp yieay
sajexdajur Jey) yoreasar Areuridsiprajur ajouwoIg

“JUSWIADIOFUD 10V AJ[IqeIunoddy pue
A)I[Iqe3I0q SouBINSUT YI[ESH PUIXd A[[edryyy ‘ejep
sau0 ssad0e 0} Jydur pue syySua enprarpur Jurpresar
sme] oueuIdA08 orwayshs pue uonoajoid eyep ansuy

JuowruIy anfep

Jsnay,

Kouaredsuerr,

Aumoas1aqhD) £yoyes

Aymiqeyeaday ‘ssoujsnqoy

uornodjorg Aoearig

sa[ddurId 2o1sn( TeneY

sajdurrg Aymby yresy

anssy o1 IV

(panunuod) *1 xog




308  Health equity, racial justice, and Al

populations. Users of AI must maintain accountability when adverse effects arise,
especially as some Al applications are maturing to full automation, such as the Apple
Watch EKG app that received FDA clearance.” Artificial intelligence should generally
be considered augmented intelligence to ensure that providers and patients are the final
shared decision-makers.

Addressing algorithmic bias and ensuring data diversity have not been consistent in
Al technologies’ design and development. The Al development lifecycle should employ
a strategic approach that considers health equity and ethical principles in managing the
data, model-building, training, and deployment from conception to implementation.
Gaps in the current data science and machine learning methods include addressing
health equity and racial justice as fundamental requirements. Lifecycle processes that
overlook health disparities may promulgate and perpetuate bias. Data often incom-
pletely represent a target population.® The data and knowledge sources used to inform
AT technologies require rigorous evaluation to ensure clinical performance, analytical
performance, and scientific validity, promoting fairness and equitable outcomes. The
black-box nature of AI technologies can act as a barrier to adoption. Unintended
exacerbation of biases will be perpetuated if the output is not easily understandable or
applicable to the user.” For example, a tool that predicted a seven-day mortality risk
or disease progression in a high-risk subpopulation might become outdated as new
science, data, evidence, or methods evolve. Thus, it is essential to put humans in the
loop for accountability in decisions that affect patient care.”**

A social concern is the impact of Al on patient-provider relationships. The human
touch, empathy, understanding, and judgment are critical components of healing
and patient care. Since positive health care encounters are built on relationships with
patients, caregivers, and families, automated decisions or recommendations from an
Al tool or algorithm can introduce new and possibly complicating elements into these
interactions. Additionally, algorithms trained on and dependent on measurable data
may not always capture relevant environmental information, social data, or patient
cultural beliefs, preferences, and values. Social determinants of health (SDoH) such as
educational level, economic insecurity, and other social factors contribute up to 40%
towards determining health outcomes.*” Another issue is the effect that Al may have
on jobs and the potential task-shifting that comes with automation.'®"> On a broader
scale, the foundational evidence for Al tools must include all relevant populations’ data
to inform appropriate health equity interventions or decision-making.*

The Lifecycle of AI Development in Health Care

Widespread implementation and application of Al in health care have lagged behind
expectations due to several factors,”® including a lack of robust, integrated data, inad-
equate trust to foster adoption, notable missteps in consideration of biases, disparities in
expected targeted outcomes,** and challenges in integrating Al into complex workflows.
In 2020, the National Academy of Medicine published a special publication on Al in
Healthcare." One of the focus areas was a synthesis of best practices for developing,
implementing, and maintaining Al systems used in delivering health care, summarized
into a lifecycle framework (Figure 1, below). The AI development lifecycle is a continuous
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Identify or
Reassess Needs
Maintain, Update,
or De-Implement Q i {? Describe Existing
o~ v Workflows
(N
Monitor 0 0 Racial ‘ Define the
Ongoing  [)~(7) L Justice Desired Target
Performance : ’ State
“_Health Equity
0O ‘ v
Q Ethical Al =
Implement Al
System in Target Acquire or Develop
Setting Al System

Figure 1. Ethical AI, Health Equity, and Racial Justice integrated across the Lifecycle of

AT development.

Note:

Lifecycle phases (outer circle) adopted From the National Academy of Medicine, 2019, Al in Health
Care: The Hope, the Hype, the Promise, the Peril. Reprinted with permission from the National
Academy of Sciences, Courtesy of the National Academies Press, Washington, D.C.

process that begins by assessing needs, describing existing workflows, identifying and
defining target states, acquiring infrastructure to develop the Al system, implementing
the system, monitoring and evaluating performance, and maintaining, updating, or
replacing the system when gaps or new needs arise. The lifecycle of an Al technology
can provide a framework to identify opportunities to ensure that health disparity and
social justice concerns are integrated into the genesis and application of AI solutions in
public health and health care. Integrating health equity and racial justice principles into
AT development requires building a responsible culture in innovation and establishing
ethical building blocks for the reliable delivery of equitable Al technology.

Practical Applications of Health Equity and Racial Justice in
Al Lifecycle Frameworks

We propose a framework in developing AI by incorporating health equity and racial
justice principles into the different components of the Al lifecycle in health care. The
proposed framework, shown in Figure 2, provides suggestions for every step of the
lifecycle to consider equity and inclusivity and guard against biases.

The lifecycle of an AT technology can provide a framework to identify opportunities
to ensure health disparity concerns are integrated into the genesis and application of AI
solutions in public health and health care. The AI development lifecycle is a continuous
process that begins by assessing needs, describing existing workflows, identifying and
defining target states, acquiring infrastructure to develop the AI system, implement-
ing the system, monitoring and evaluating performance, and maintaining, updating,
or replacing the system when gaps or new needs arise.
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( N )
Identify or Reassess Needs
« Clearly define the objectives and outcomes for the Al system that is aligned with promoting equity
H « Identify the target stakeholders to engage throughout phases
« Examine the data sources and assets, understand data content, including sociodemographics data, and ensure policies for data stewardship
* Obtain feedback from stakeholders, patients and end-users to ensure they incorporate the values and needs of the target population
* Outline how the system will address gaps between current iti and the desired itis to achieve equity
( . e N\
Describe existing workflows
n * Understand the workflow and map to current policies, practice and representation to inform strategic actions to diversity and inclusion where
(&) needed; seek stakeholder input to help inform workflow optimization
/ \  |dentify portions of existing workflows which may exacerbate inequity or compromise fairness
@ @ * Assess the feasibility and workflow needs within the target environment
— .l p i assets and barriers to succesful workflow integration and end-user satisfaction
* Determine the necessary training and resources needed to support the Al system in the environment
( . "
Define the Desired Target State
(‘ ’)  Establish equity-sensitive metrics and key performance indicators relevant to the appropriate target state and desired outcome (application of
© traditional medical hiearachy of evidence including clinical trials may not be the approriate evidence or targets for benchmarking outcomes)
( = « Define prediction-action pairs that have a direct link to outcome achi for health equity and racial justice
« Promote humility in self-awareness of systemic racism, discrimination, exclusion and its effects on adverse health outcomes in socially
[I \ disadvantaged populations
* Ensure target state is evaluated by representatives from end-users and end-target people
\. J
Acquire or Develop Al System
* Understand the relevant tools, techniques and evidence for data preparation, feature engineering, model training and development
« Promote correction of internal algorithmic bias, racial bias, and advocacy for justice in the development of Al and data-driven health systems
(encoded forms of bias doesn’t rely on malicious intent or explicit hatred—it requires ignorance and indifference)
* Ensure user-centered design justice principles to uncover and address bias, prejudices and unil of the data and
algorithms
* Define and outline steps to integrate ethical Al that fosters accountability, trust, transparency, fairness and privacy
\. J/
Implement Al System in Target Setting
@ @ * Continue to ensure user-centered design justice principles are implemented to uncover and address bias, prejudices and unintended
consequences of the data and algorithms
m « Continue to outline steps to integrate ethical Al that fosters ility, trust, p v, inability, fairness and privacy
( « Engage stakeholders in the implementation process
. J
( . . )
Monitor Ongoing Performance
( == [0 h « Evaluate performance and assess factors that include health equity measures, in the processes, structures and outcomes
—_—m « Evaluate and assess how often a tool is accessed and used in the management and delivery of care
= « Monitor how often recommendations are accepted and implemented or not, with reasons for changes where available
* Monitor model performance against historical data and data in similar settings and assess with changing sociodemographics, practice patterns
L — @ ) and updates in science evidence
* Periodically review Al literature on detection of bias, performance drift, and algorithmic error for incorporation after implementation
\ J/
( L N\
Maintain and Update
OO )  Conduct routine Al model maintenance, monitoring and continuously training to ensure performance keeps up with evolving clinical care
environments, changing patient demographics and new evidence generation
l] [] H [] * Maintain the established trust and transparency with stakeholders
D * Maintain and update policies to ensure principles of ethical Al, health equity and racial justice are effectively integrated in the systems
lifecycle
\ J

Figure 2. Framework for Integrating Health Equity and Racial Justice into Al
Development.
Note:

Lifecycle of Al is from the National Academy of Medicine. 2019. AI in Health Care: The Hope, the
Hype, the Promise, the Peril. Adapted with permission from the National Academy of Sciences,
Courtesy of the National Academies Press, Washington, D.C.

In the context of ensuring that equity and fairness are central to the lifecycle, and
aligned with what has been dubbed the Quintuple Aim,* the first step of this framework
includes identifying or reassessing needs that involve stakeholder, patient, and end-
user engagement to ensure incorporating values of the target population. In this step,
activities include defining objectives for an Al system that is aligned with promoting
equity, including identifying data assets, data content, and policies for data stewardship.
The second step in this framework focuses on describing existing workflows and
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their effects on existing needs in policies, practice, feasibility, and workflow, as well
as assessment of barriers and understanding the necessary training and resources to
support the Al system.

The third step in this framework deals with the need to define desired target states.
This step includes activities to establish the equity-sensitive metrics and key perfor-
mance metrics related to the target outcomes. This step seeks to promote humility and
self-awareness of systemic racism, discrimination, exclusion, and its effects on adverse
health outcomes in socially disadvantaged populations.

The fourth step in this framework focuses on the task of acquiring and developing
the AT system itself. Central to this step is understanding the relevant tools, techniques,
and methods for data preparation, feature engineering, model training, and develop-
ment. This step aims to promote and correct internal algorithmic bias in a way that
advocates for justice in the development of Al and data-driven health systems by
ensuring user-centered design justice principles are employed to uncover and address
racial bias prejudices and unintended consequences of data and algorithms. Thus,
defining and outlining steps are needed to integrate ethical AI fostering accountability,
trust, transparency, fairness, and privacy and ensuring user-centered design justice
principles to uncover and address bias, prejudices, and unintended consequences of
the data and algorithms.

The fifth step in the framework focuses on implementing the Al system in the target
setting and engaging with stakeholders, patients, and end-users in the implementation
process in a way that fosters accountability, trust, transparency, explainability, fairness,
and privacy.

The sixth step in the framework involves monitoring ongoing system performance
to assess factors that include health equity measures in the processes, structures, and
outcomes. These metrics include assessing how often the tool is accessed and used in the
management and delivery of care, monitoring how often recommendations are accepted
and implemented or not, and reasons for changes. Central to this is the requirement
to monitor system performance against historical data and data generated in similar
settings to assess changes in socio-demographics, practice patterns, and updates to
scientific evidence and real-world data.

The seventh and final step in the framework involves activities focusing on main-
taining and updating the system by conducting routine AI model maintenance and
continuous training to ensure system performance reflects evolving clinical care
environments, changing patient demographics, and new evidence being generated.
Maintaining established trust and transparency with stakeholders and continuously
maintaining and updating policies to ensure ethical Al principles, health equity, and
racial justice are integrated in the system lifecycle.

Conclusions

During a public health crisis, Al's application holds great promise for augmenting
decision-making, allocating scarce resources, and aiding in decision- making and policy
formulation. Challenges persist in applying Al systems that can cause involuntary and
unintended harm with profound ethical and social consequences. Merging the health
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equity and racial justice principles with AI Lifecycle provides a framework, approach,
and a set of ethical values, principles, and techniques to guide moral conduct in the
development of AI systems. Despite increasingly accurate Al tools, limited evidence
exists on their applicability in real-world settings. One reason is the gap between
proof-of-concept testing and clinical validation. For example, there is a clear process
of scientific evaluation in drug development by which regulatory approval is achieved.
Although many AT tools in health care are not regulated, a similar framework has been
proposed for a systematic and comprehensive Al evaluation in health care to allow safe
and effective adoption.® The adoption of this framework and strategy, guided by justice
principles, will support algorithm and tool developers, health systems, and research-
ers in creating user-driven innovations that fit within clinical workflows, facilitate
interoperable information exchange, and evaluate Al in real-world health settings and
proactively mitigate risks of exacerbating existing health disparities.
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